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ABSTRACT

Fruit flies are pests of major economic importance in agriculture. Among these pests it is possible to high-
light some species of genus Anastrepha, which attack a wide range of fruits, and are widely distributed in
the American tropics and subtropics. Researchers seek to identify fruit flies in order to implement man-
agement and control programs as well as quarantine restrictions. However, fruit fly identification is man-
ually performed by scarce specialists through analysis of morphological features of the mesonotum, wing,
and aculeus. Our objective is to find solid knowledge that can serve as a basis for the development of a
sounding automatic identification system of the Anastrepha fraterculus group, which is of high economic
importance in Brazil. Wing and aculeus images datasets from three specimens have been used in this
work. The experiments using a classifier multimodal fusion approach shows promising effectiveness
results for identification of these fruit flies, with more than 98% classification accuracy, a remarkable
result for this difficult problem.

Fruit flies
Wing and aculeus images

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Fruit flies are pests of major economic importance in agriculture
among which we highlight some species of genus Anastrepha.
Anastrepha species occur exclusively in the American tropics and
subtropics, with more than 250 valid and numerous undescribed
species [1], but fewer than 10 species are of agricultural impor-
tance [2]. It is the most diverse genus of fruit flies, and most of
its species have been divided into several species groups. However,
the taxonomy of some groups is not yet properly solved [3]. In the
fraterculus group, are included major pest species such as
Anastrepha fraterculus (South American fruit fly) and Anastrepha
obliqua (West Indian fruit fly). Both species infest several host
species throughout their distribution. For example, larvae of
A. fraterculus and A. obliqua develop on 81 and 36 commercial
and wild host species, respectively, in Brazil [4].

The extent of fruit fly damage to commercially produced fruit is
significant. In addition, quarantine restrictions imposed by fruit
importing countries are another serious economic impact caused
in case one fruit flies to be found. In this scenario, species identifi-
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cation is crucial for the implementation of management, control
programs, and quarantine restrictions.

Anastrepha species identification is mainly based on subtle dif-
ferences in the shape of the aculeus (the female egg-laying “nee-
dle”), but thoracic markings, wing pattern, and microtrichia are
also important taxonomically. In the fraterculus group, besides
external morphology, molecular [5], genetic [6], and morphometric
[7] studies have also been carried out to clarify the identity of cryp-
tic species.

Given the demand, novel tools for a quick and precise identifi-
cation of fruit flies, amenable to automation, need to be developed
and tested. This demand for computational solutions is due to a
constant quest for reducing the time and costs in performing iden-
tification tasks. Among existing solutions, there are image analysis
and machine learning techniques, which have been widely used in
several application areas (e.g., security, medical image analysis,
biology, and agriculture). In applications to agriculture, the use of
image analysis and machine learning techniques is not rare. Arriba
et al. [8], for example, have proposed an automatic leaf image clas-
sification system for sunflower crops. In [9,10], image processing
techniques have been applied to classify or identify wheat, spelt,
and hybrid seeds. In [11], in turn, texture analysis has been per-
formed to differentiate bark from wood chips.

For automatic identification of species, some systems have been
developed, such as: (1) Digital Automated Identification SYstem
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(DAISY), which performs fish, pollen, plant, and butterfly classifica-
tion [12]; (2) SPecies IDentified Automatically (SPIDA-web), which
is a tool for identifying Australian spiders, that allows to distin-
guish 121 species [13]; (3) Automatic Bee Identification System
(ABIS), which identifies bees for species of genus Bombus, Colletes,
and Andrena [14]. In this work, we used, for the first time in fruit
flies, image analysis techniques to automatically identify three
species of the fraterculus group: Anastrepha fraterculus (Wied.),
Anastrepha obliqua (Macquart) and Anastrepha sororcula Zucchi
through wings and aculei.

The objective of this work is to perform a robust study of
description and learning techniques that can serve as support for
the development of the first automatic identification system of
these species using wing and aculeus images. We explore comple-
mentary image features through the use of a framework for classi-
fier selection and fusion that point out which ones are more
effective to capture the properties and nuances of the fruit flies
allowing us to devise and deploy an automatic classification sys-
tem. Furthermore, this work can serve as a guide for implementing
new modules into existing systems in the literature.

We evaluated the use of several image description approaches
that encode the color, texture, and shape properties of images of
fruit fly wings and aculei into feature vectors. Those features are
then used to train classifiers that are later combined by a meta-
learning approach that identifies fruit fly species. In addition, we
also assess the feasibility of classifying fruit flies based on their
wings in order to make this task more objective than it is nowa-
days. In this context, the main contributions of this paper are:

1. Evaluation of several image descriptors for classifying fruit flies.

2. Exploration, for the first time, of fruit fly wings as a possible
morphological feature for automatic classification.

3. Design and development of an automatic classification and
fusion system able to explore complementary features present
in wings and aculei of fruit flies.

The remainder of this paper is organized as follows. Section 2
presents related concepts necessary for the understanding this
paper. Section 3 describes the proposed classifier multimodal
fusion framework. Section 4 shows the experimental procedure
we adopted to conduct our experiments, while Section 5 discusses
the experiments and results. Finally, Section 6 concludes the paper
and points out future research directions.

2. Related work and background
This section shows important concepts used in this work.
2.1. Species identification based on fruit fly images

The species identification task consists of labeling new fruit fly
images among predefined classes. In this process, a classification
model is created to indicate the class to which each new image
belongs.

The identification task is composed of the dataset which is the
input of the problem, pre-processing, feature extraction, learning,
and identification steps. Fig. 1 depicts the sequence of steps in
the process of fruit fly identification.

o Dataset: is a set of collected and organized images to be used in
the identification task and represents the input of the problem.

o Pre-processing: relies on algorithms such as scaling, segmenta-
tion, and dilation in order to perform noise reduction or elimi-
nation and to improve the quality of the input images.

o Description: relies on algorithms to encode visual properties
(e.g., color, texture, and shape) of dataset images into feature
vectors.

e Learning: relies on algorithms that use image feature vectors to
learn intra- and inter-class patterns of the images.

o Identification: the task of labeling a new fruit fly image into
one of existing known classes based on the previously learned
classification model and description techniques.

It is worth mentioning that the learning step can comprise a
single learning method or a set of learning methods that explore
complementary properties of the fruit fly images and combine
them toward a higher classification effectiveness. We explore both
possibilities in this paper. Section 4 shows all setup used for each
step in this work.

2.2. Image acquisition and storage

In this section, we show the acquisition and storage processes of
image wing and aculeus performed in our experiments.

2.2.1. Fruit flies samples

We have used specimens of A. fraterculus, A. obliqua, and A.
sororcula from the collection of the Instituto Biolégico of Sdo Paulo
(e.g., Fig. 2a-c). Specimens have been collected through McPhail-
type traps (Fig. 2b) and reared flies from fruits as well. For each
species, 100 individuals with aculei and wings in good condition
were selected for analysis. Because the fraterculus complex com-
prises several cryptic species [15], the name A. fraterculus has been
used in this work.

2.2.2. Image acquisition

Fig. 3 shows the employed three-step process for wing
image acquisition: (a) the right wing of each specimen is dis-
sected; (b) it is mount on a microscope slide with Euparal;
(c) the slide is covered with a glass coverslip. The slides have
been photographed with a Nikon DS-Fil camera (resolution
2560 x 1920) attached to a Nikon SMZ 1500 stereomicroscope
(1.5X objective).

Fig. 4 shows the adopted six-step process for aculeus image
capture. In (a), the oviscape has been dissected; (b) oviscape is
treated in a solution of 10% KOH for 12 h; (c) aculeus has been
removed, placed ventral side up on a microscope slide with glyc-
erin; (d) the slide is covered with a glass coverslip. The aculeus
has been photographed with the same Nikon DS-Fil camera
attached to a Nikon microscope (10x and 40x planachromatic
objectives).

Notice that fruit fly identification is either based on the female
aculei or on wings. Although more reliable, the aculeus requires
the extraction and preparation of a minute female terminalia to
perform visual or morphometrical identification. Wings, on the
other hand, are easier to prepare, but identification is less objec-
tive. Both analyses need to be manually performed by scarce spe-
cialists and an automatic learning technique exploring wings and
aculei information is paramount.

<Description>—>< Learning >—>Qdentiﬁcation>

Fig. 1. General pipeline for identifying a fruit fly.
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Fig. 3. The image acquisition process of wings.
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Fig. 4. The image acquisition process of aculei.

2.3. Learning techniques

This section presents some learning methods we use in this
paper which are essential for a self-contained understanding of
our work.

2.3.1. Decision tree (DT)

Decision tree is one of the learning techniques most intuitive
that exists in the literature. It presents a simple and easy way to
understand the classification process [16].

DT is composed of three kinds of nodes: root, internal, and leaf
or terminal. A root node is the initial node that has zero or more
outgoing edges (square in Fig. 5). Internal nodes are those that con-
tain attributes (circles in Fig. 5). Finally, leaf nodes are the ones at
the end of branches and define a class (triangles in Fig. 5) of a given
input sample.

In this technique, two issues must be addressed [17]:

1. The split policy for training records. Typically, we use the
entropy, impurity measure, (I) and the information gain of each
attribute (A ) to decide which attribute must be selected in
the next recursive algorithm call.

2. The stopping criteria for the splitting procedure. One strategy
could be the natural tree growing until each attribute is allo-
cated in a single class. However, this strategy might result in

a;

AN/O
>40>
medium
or big small
A tall e low

Fig. 5. A decision tree created for binary classification task (blue and red classes).
Notice that a decision tree might be composed of different attributes (e.g., binary,
ordinal, and continuous). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

trees that are too large to handle and lead to overfitting prob-
lems. Tree-pruning strategies are usually adopted to avoid these
issues.

Eq. (1) shows the gain, where I(.) is the impurity measure from
the given node, N is the number of samples at the parent note, k is
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the number of attributes, and N(q;) is the number of sample asso-
ciated with the node g;. Eq. (2) shows the entropy, p(i|a;) denotes
the fraction of samples from a class i at a given node q; [17].

ugo — (parent) — Y~ M@ g 1)
=
-1
Entropy(@) = ~_p(ilg)logp(ila) @)

i=0

Fig. 5 shows an example of decision tree, where attributes of
samples from the used dataset are a;, ay, as, a4, and as. The
branches or edges are possible values for each attribute.

The most used algorithms in the literature are ID3 [18] e C4.5
[19].

2.3.2. k-nearest neighbors (kNN)

The k-nearest neighbor classifier is a technique based on the
closest training examples in the feature space [20]. Eq. (3) illus-
trates an adjustment of kNN defined for x.

kNN = 3 v, 3)

X EN(X)

where N (x) is the k-nearest neighbors from x in the training set,
and y; is a distance value among x and the current neighbor x;
(e.g., Euclidean distance). One common way to perform classifica-
tion tasks might be deciding by majority voting of nearest neigh-
bors. Fig. 6 shows an example of classification using kNN.

2.3.3. Naive Bayes (NB)

Naive Bayes is a simple probabilistic technique based on Bayes
theorem to the problem of pattern classification. This technique
assumes that the probability of each relevant attribute g; is known
and independent.

Egs. (4) and (5) show the Bayes’ formula, where P(c;) is the prior
probability of the class ¢; and p(gj|c;) is a class-conditional proba-
bility density function, p(a;) is the probability density function
for g; given that the state of nature is ¢; [21].

_ p(gjlci) x P(c;)
P(cilaj) = jpT (4)
k
p(a;) = _p(aj|ci)P(ci) (5)

i1
Eq. (6) shows an informal Bayes’ formula from the Eq. (5).

likelihood x prior

Posterior = -
evidence

(6)

2.3.4. Naive Bayes Tree (NBT)
Naive Bayes Tree is a hybrid technique that induces a decision
tree and Naive Bayes classifier. This technique has almost the same

o
m ©° °
mm ° ®
® 9
mEoEoE
(a) (b)

Fig. 6. (a) Samples of two classes (square and circle) in the features space. (b) Given
a new object, its k = 5 nearest neighbors will define its class. In this case, the green
point is labeled by the blue class. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

properties than decision trees (DT) with the additional Naive Bayes
(NB) classifier in the leaves for better deciding the class to which
an input belongs. According to [22], NBT retains clean understand-
ing of the techniques DT and NB and achieves better results in large
databases.

2.3.5. Support Vector Machines (SVM)

Support Vector Machine is a machine learning method intro-
duced in [23]. The goal is to construct an optimum hyperplane or
set of hyperplanes, which can be used to separate an n-dimen-
sional feature space. The hyperplane is calculated such that it max-
imizes the margin between two classes (the standard SVM is a
two-class classifier). The margin can be seen as the minimum dis-
tance of one point of one class to the other. It can be interpreted as
a separation measure between two classes and represents the sep-
arability degree between them (quality measure of classification).
The points on borders between the classes are called support
vectors.

When it is not possible to find a linear separator for the classes,
the data are mapped on-the-fly onto higher dimensional spaces
through a non-linear mapping using the kernel trick [24].

The important detail here is that SVMs can efficiently perform
non-linear classification. The reason for choosing SVM in this work
is that by using the kernel, SVMs gain flexibility in the choice of the
form of the threshold separating the classes of interest, which do
not need to be linear and even do not need to have the same func-
tional form for all data. Also, SVMs deliver a unique solution, since
the optimality problem is convex.

Fig. 7 illustrates the use of SVM to separate two classes. More
details about this technique can be found in [23].

2.4. Multimodal and fusion techniques

According to Ross et al. [25], information fusion may be per-
formed in four levels: sensor, feature, rank, and decision. Sensor
level is the early stage of feature extraction, in which raw data
are used to compose other richer data. This strategy has been
widely used in biometric identification in which multiple images
are combined to compose a single image with more information,
as in a mosaicing scheme [26]. Feature level fusion is a strategy to
handle coded data into a feature vector through some kind of
description algorithm. This fusion might be a simple binding of
different properties (e.g., color, texture, and shape) or more com-
plex whether uses artificial intelligence techniques (e.g., evolu-
tionary algorithms [27]). Rank level fusion is an approach that
tries to combine different ranked lists. In Content-based Image
Retrieval (CBIR) systems, rank level fusion might be used to

% ‘.‘... O
g .
.'., % . 0O class 2 O

O o

iliperplane

Fig. 7. The SVM classifier builds a maximum margin decision hyperplane to
separate two classes.
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combine ranked lists from different kinds of image descriptors
(e.g., color and texture) and then produce a final rank or rank
aggregation [28]. Finally, the decision-level fusion or late fusion
that combines different opinions of the classifiers as confidence
scores and labels. The simplest and most popular ways of
combining classifiers are the majority and weighted voting
approaches [29-31].

In the literature, several works have been proposed for fusion
and they normally are called ensemble techniques as, for example,
the well-known AdaBoost [32] and Bagging [33] approaches. Ada-
Boost and Bagging ensemble approaches have been used in several
works in the literature due to their good results achieved in diverse
applications. However, in several situations such methods have
limitations in terms of efficiency, normalization, overfitting, and
feature dimensionality problems. In [34], for instance, the authors
have concerns with training time in Adaboost algorithms and large
feature vector for face localization. In turn, in [35,36], the authors
discuss the problems of feature normalization also in the context
of combining classifiers.

The combination of multiple feature vectors or multimodal fea-
tures in AdaBoost and Bagging approaches is usually based on their
concatenation (feature binding). Normally, when performing fea-
ture binding of different nature/domain, normalization techniques
should be applied to standardize all feature values in the same
range which is, by itself, a hard problem.

Another common problem faced when features are combined
(concatenated) refers to the “curse of dimensionality” [37]. The
curse of dimensionality problem is related to the high-dimensional
feature space that the available training instances become indistin-
guishable and not enough for allowing the definition of a good
decision hyperplane [38]. In sense, our work adopted a classifier
fusion framework [39] that is more robust to the aforementioned
problems observed for other fusion approaches (e.g., curse of
dimensionality and the time-consuming search for the most appro-
priate descriptors).

3. A framework for classifier selection and fusion

Given a classification problem, we have a set of image descrip-
tors and a set of simple learning methods that will be used to learn
patterns from available images in the training set. The important
question then is how to automatically find the best classifiers
and image properties and, more importantly, how to combine
them to achieve the best possible classification results.

In this work, we denote a classifier as a tuple formed by a learn-
ing method and an image descriptor. Once we train all candidate
classifiers, the learned knowledge might undergo a selection pro-
cess of classifiers, which selects the most appropriate learning
methods and descriptors to be combined by another learning
method (meta-learning approach). The selection process aims at
reducing the number of classifiers and keeping the effectiveness
results as high as possible.

Those classifiers are selected in a selection process that uses
diversity measures (Appendix A) calculated at training time
through the use of a validation set. Diversity measures compute
the degree of agreement/disagreement between involved classifi-
ers pointing out the most interesting ones to be used in a combina-
tion scheme. The idea is that if two classifiers completely agree for
all their outcomes, they do not complement each other and basi-
cally have the same opinion. The procedure is then to select com-
plementary classifiers that although have different opinions still
perform well in the classification problem. For instance, they cor-
rectly classify examples that one or the other incorrectly classifies.
For more details regarding the selection process, please refer to
Appendix B.

3.1. Formalization

Let C be the set of classifiers compounded by the combination of
L learning methods and F image descriptors, where |C| = |£| x | F].
Let S be a set of images (dataset) that will be divided into two
parts, training (T) and validation (V) sets. Where TUV = S and
TNV =10. As we consider a supervised learning scenario, the
actual classes for training and validation data points are known a
priori.

For all classifiers ¢; € C (1 <j < |C|) there is a training step in
which the instances of the set T are used to learn patterns and then
to predict each instance on the validation set V. These classifiers
outcomes are stored into a matrix My, where |My| = |V| x |C], |V|
is the number of instances in a validation set V and |C| is the num-
ber of classifiers.

In the next step, My is used as input of a selection process
(Appendix B) that selects a set C* c C of classifiers to be combined
by the meta-learning approach. This two-tier classification scheme
aims at collecting classification information of each classifier in the
first level and creating a new representation based on their
answers to finally come up with the final classification answer.
In this step, diversity measures (Appendix A) are employed to
determine |C*| classifiers. Note that matrix Mj stores the results
from the selection process of |C"| classifiers.

Given a new image I, we use each classifier from set C to deter-
mine the class of I, producing |C| outcomes. The same set of classi-
fiers C* is used to create a matrix M;, where |M;| =1 x |C*|. The
matrix M;j is used as input of a fusion technique (meta-classifier)
based on the Support Vector Machine (SVM) classifier that takes
the final decision regarding the definition of the final class of I
For a more detailed description of selection process using diversity
measures, the reader is referred to Appendix A and to our recent
work [39]. Fig. 8 illustrates the framework for classifier selection
and fusion.

3.2. Classifier multimodal fusion

Sometimes, some classification problems naturally have differ-
ent modalities which can be combined to boost the classification
results even further. For instance, for fruit fly classification, we
have the wings (W) and aculei (A) modalities. It is reasonable to
expect that although each one has good classification results as
these modalities encompass different morphological features they
can be complementary and devising an automatic way of detecting
such complementarity and combining them is our objective. For
that, we use such modalities as input to the framework previously
described (Fig. 8, step (a)).

As output for step (a), two classification matrices encoding the
first-layer classification are created, one for each modality (My,,
and My ). My, , where [My, | = |V|x|Cyl, is an outcome matrix
and C;, is the set of classifiers that use Inputy.
My, , where [My, | = V| x |C,| is an outcome matrix and C, is the
set of classifiers that use Input,. Given a new instance I with those
two modalities (W and A), two vectors are created as well (M;  and
M;,). Thereafter, a concatenation (merge process) of the columns of
the matrices My, and M;, is held and creates the matrix
My, where My, | = V| x (|Cy| + [Ca))-

Finally, My, and M; are used to feed the second-layer classi-
fication (meta level) SVM responsible for combining the different
modalities and issuing the final decision for instance I (see Fig. 9).

4. Experimental protocol

This section shows the setup for each step introduced in Sec-
tion 2.1 and presents the experimental methodology adopted to
validate this work.
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the use of diversity measures in a selection process. In (b), |C’| classifiers are combined by an SVM technique.
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Fig. 9. Proposed extended framework for classifier multimodal fusion.

A. fraterculus

A. obliqua

A. sororcula

Fig. 10. Wings of the three species studied.

4.1. Dataset

We used two different datasets' in our experiments: (1) WING
(Fig. 10) and (2) ACULEU (Fig. 11). Both datasets are composed of
249 images and divided into three different categories: fraterculus
(83), obliqua (89), and sororcula (77). These categories have almost
the same amount of images.

The datasets are composed of pictures of specimens reared from
samples of fruit trees in experimental and commercial orchards in
the state of Sdo Paulo, Brazil, stored in the Department of Entomol-
ogy and Acarology ESALQ, Piracicaba, SP, Brazil and in the Biologi-
cal Institute, Campinas, SP, Brazil.

4.2. Pre-processing

The image pre-processing stage relies mainly on the image seg-
mentation, a process responsible for classifying all pixels in an
image as either object or background. Segmentation produces a
binary map that encodes the separation between objects of interest
and background. In this work, we used Otsu’s method [40], which
finds an optimum value (threshold) that minimizes intra-class

! The datasets will be freely available upon request after the acceptance of this
paper.

variance of a gray image with the aim of separating object and
background. Eq. (7) presents Otsu’s equation.
Crichin = Ob(£) TG + 6 (£) 0

o (7)
where w, and w, are probabilities of the background and object
classes separated by a threshold ¢, and ¢2 and o2 are variances of
these classes.

The segmentation process is composed of four steps: (1) com-
putation of Otsu’s threshold from the input gray-level image; (2)
creation of a binary image (Fig. 12b); (3) use of a dilation technique
to increase the area of interest (Fig. 12c¢) and to close some holes
within the target object (Fig. 13c); (4) matching of the original
image with the dilated ones aiming at creating the final segmented
image (Fig. 12d).

Figs. 12 and 13 show the result of each step of the segmentation
approach using Otsu’s method for a wing and an aculeus image,
respectively.

4.3. Description

Acculei and wings naturally have different properties and we
need different image descriptors to properly capture them for the
optimal design of a classification system. In this context, here we
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A. fraterculus

A. obliqua

A. sororcula

Fig. 11. Aculeus of the three species studied.

/A

(a) Original (b) Otsu

(c) Dilation

(d) Segmentation

Fig. 12. Images of each step of the pre-processing stage for the WING dataset.

(b) Otsu

e

e

(c) Dilation

(d) Segmentation

Fig. 13. Images of each step of the pre-processing stage for the ACULEU dataset.

have considered color, texture, and shape image descriptors in
order to characterize the images.

For color descriptors, we used Color Autocorrelogram (ACC)
[41], Border/Interior Pixel Classification (BIC) [42], Color Coherence
Vector (CCV) [43], Global Color Histogram (GCH) [44], and Local
Color Histogram (LCH [44]. For texture descriptors we used Homo-
geneous Texture Descriptor (HTD) [45], Local Activity Spectrum
(LAS) [46], and Quantized Compound Change Histogram (QCCH)
[47]. Finally, as shape descriptor we used the Edge Orientation
Autocorrelogram (EOAC) [48].

The criteria for choosing such image descriptors in this work are
based on experiments described in [49] in which large experiments
in several image retrieval tasks were performed in order to under-
stand the behavior of different image characterization techniques
and what they capture from an image.

4.4. Learning techniques

As previously discussed, in order to automate the classification
process, we need to infer class properties from the input feature
vectors described by various image characterization methods. As
such, we employ machine learning classifiers which are, mathe-
matically, a mapping from a feature space X to a discrete set of
class labels Y (the fruit fly species). In this sense, here we have used
six different simple learning methods: decision tree (DT), Naive
Bayes (NB), Naive Bayes Tree (NBT), k-nearest neighbor (KNN) with
k ={1,3,5}. Furthermore, we have used SVMs with normalized

polynomial kernel to combine those simple learning methods in
our fusion framework (see Section 3). The objective is to use simple
classifiers that can provide different decision boundaries for the
data and allow a better handling of difficult cases.

The implementation of the learning methods are available in
the WEKA? data mining library. All learning methods were used
with default parameters which means we did not optimize them
whatsoever.

4.5. Identification

The last step of our method consists in using the previously
learned classification models to classify a new input fruit fly exam-
ple. This is done by using a framework for classifier selection and
fusion that combines different image descriptors and learning
methods through a meta-learning approach (see Section 3), our
proposed two-tier classification scheme.

The outcome of such framework is the identity (labels) of the
analyzed examples.

5. Experiments and results
In this section, we present results obtained with each simple
classifier and all three fusion approaches that we propose herein

(see Section 3). Section 5.1 discusses the impact of the segmenta-

2 http://www.cs.waikato.ac.nz/ml/weka (As of April, 2014).
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Fig. 15. The best classification results of each simple classifier using WING dataset.

tion procedure employed, while Section 5.2 shows a detailed com-
parison of the best simple classifiers for each used image descrip-
tor. Section 5.3 compares the classification performance of three
fusion approaches and shows how the fusion outperforms any sin-
gle method without it. Finally, Section 5.4 shows a detailed analy-
sis between all approaches proposed in this work.

5.1. Impact of the segmentation process

In this experiment, we performed a study of the impact of the
segmentation process in each one of the image descriptors used
in this work. We used the most well-known learning technique
in the literature, Support Vector Machine (SVM) and a 5-fold
cross-validation protocol.

Fig. 14 depicts the obtained results for different descriptors
using the WING (a) and ACULEU (b) datasets. In Fig. 14a, two visual
properties must be highlighted: (1) EOAC is a shape descriptor that
has a great classification gain, from 67% to almost 80%; (2) QCCH is
a texture descriptor and it is a single descriptor that has a loss of
performance from 72% to 67%.

As can be observed, the color and shape descriptors were able to
take advantage of the segmentation process. However, the texture
descriptors did not take advantage of segmentation, in special, the
QCCH descriptor. A possible explanation for this phenomenon
might be related to padding approaches [50,51], in which values
(zero or one) are assigned to pixels not relevant in the image (in
our case, background) in the segmentation process. In this process,
white gaps present in the WINGS images (see Fig. 12d) are consid-
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Fig. 16. The best classification results of each simple classifier using ACULEU
dataset.
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Fig. 17. Classification results of all approaches with different number of classifiers
(single methods C, (FSVM — ACULEI) and C;,, (FSVM — WINGS), and fusion method
Cyya (FSVM — MULTIMODAL)). The highlighted points are the best results of each
fusion approach with their confidence intervals.

ered on the texture features extraction process and thus affect the
encoding task. This problem might be partially solved with the use
of local descriptors and bag-of-visual-words (BOW), but this is out
of the scope of this work [52,53]. In Fig. 14b, all image descriptors
achieved better results when the segmentation process has been
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Table 1

Classification results (accuracy) for each approach in different folds. The best results
are highlighted in bold.

Folds Approaches
FSVM-ACULEI- FSVM-WINGS- FSVM-MULTIMODAL-
12 51 68
1 95.92 91.84 97.96
2 98.00 88.00 100.00
3 98.00 88.00 98.00
4 94.00 92.00 98.00
5 94.00 84.00 100.00
Average 95.98 88.77 98.79
Conf. 1.75 2.90 0.97
intervals

used. In ACULEU images, there are no white gaps inside the object
that may hinder the extraction process.

5.2. Classification results with single classification and description
methods

This section compares the classification performance of the best
learning method (Section 4.4) for each image descriptor (Sec-
tion 4.3) using two different datasets (WING and ACULEU).

Table 2

Fig. 15 depicts the best classification accuracy results achieved
for each image descriptor using a 5-fold cross-validation protocol
and WING dataset. Notice that the best accuracy result was
78.30% with the classifier KNN3-LCH, i.e., the image color descrip-
tor LCH and the learning method kNN with k = 3.

Fig. 16 depicts the best accuracy results achieved for each image
descriptor using a 5-fold cross-validation protocol and ACULEU
dataset. Notice that the best accuracy result was 93.55% with the
classifier KNN5-EOAC, i.e., the image shape descriptor EOAC and
the learning method kNN with k = 5.

Although the previous experiments showed good classification
results, both experiments need to seek the optimum learning
method and image descriptor that achieve the best classification
accuracy results in each target application domain.

In the next section, we show how to achieve the best results
with no concern with the optimum learning method and image
descriptor automatically. Our approach first explores the comple-
mentarity of different characterization and learning methods to
boost the classification results. Then, we also introduce a method
for combining the different modalities (aculeus and wings)
towards a more robust and powerful fruit fly classification system.

5.3. Boosting the classification results through feature, classifier and
modality fusion

This section describes a behavioral analysis of the extended
framework (Section 3) that combines different numbers of classifi-
ers |C'| with three modalities (ACULEI, WINGS, and MULTIMODAL)
through a meta-learning SVM approach. Fig. 17 depicts the mean
accuracy results achieved for each fusion approach using a 5-fold
cross-validation protocol.

For experiments that use only a single modality (ACULEI and
WINGS), we have |C,| = |C}y| = {2,...,54} (eight image descrip-
tors x six learning methods). Note the presence of two fusion
approaches here: one exploring different classifiers and descriptors
on top of aculei images; and one fusion approach on top of wings
images. In multimodal experiments, we have |C},,,| = {2,...,108}
which means we merge both sets (|C;| and |Cy,|) in the fusion pro-
cess considered. In this case, there is a fusion approach taking
advantage of different image descriptors, classifiers and also
modalities (aculei and wings).

Classification results (accuracy) of each proposed method per class in different folds. The superiority of the multimodal fusion is apparent.

Folds Classes FSVM-ACULEI-12 FSVM-WINGS-51 FSVM-MULTIMODAL-68
1 fraterculus 100.00 87.50 100.00
obliqua 94.44 100.00 94.44
sororcula 93.33 86.67 100.00
2 fraterculus 100.00 88.89 100.00
obliqua 100.00 87.50 100.00
sororcula 93.75 87.50 100.00
3 fraterculus 100.00 75.00 100.00
obliqua 94.12 100.00 94.12
sororcula 100.00 88.24 100.00
4 fraterculus 93.75 93.75 93.75
obliqua 100.00 95.00 100.00
sororcula 85.71 85.71 100.00
5 fraterculus 100.00 70.59 100.00
obliqua 88.89 94.44 100.00
sororcula 93.33 86.67 100.00
Average fraterculus 98.75 83.15 98.75
obliqua 95.49 95.39 97.71
sororcula 93.23 86.96 100.00
Conf. intervals fraterculus 245 8.64 245
obliqua 4.09 4,51 2.75
sororcula 4.44 0.84 0.00
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In these experiments, we can notice that the framework with
ACULEI classifiers (FSVM-ACULEI) has similar results to FSVM-
MULTIMODAL in almost all numbers of classifiers in the selection
process between the ranges 2-28 classifiers. However, the frame-
work with multimodal classifiers (FSVM-MULTIMODAL) is better
from |C’| =29 on and the difference between FSVM-ACULEI and
FSVM-MULTIMODAL approaches has a considerable increase after
|C*| = 33 with the latter clearly outperforming the first. Although
the framework using FSVM-WINGS classifiers achieves the worst
results of three approaches in all numbers of classifiers, we can
observe a high confidence interval (+2.9) on the position
|C*] = 51. In addition, it is worth noting that we found no auto-
matic solution in the literature so far that presented such high clas-
sification results for any method based on aculei or wings.

The best result for each fusion approach is highlighted in Fig. 17.
FSVM-ACULEI (96.0%), FSVM-WINGS (88.8%), and FSVM-MULTI-
MODAL (98.8%) using 12, 51, and 68 classifiers, respectively.

Fig. 18 shows the best results achieved for each approach and
their confidence intervals. Notice that there is no overlap between
any approach proposed in this work. For best viewing, two strips
(upper and lower bounds) has been placed.

5.4. Fine-grained analysis of the classification results

In this section, a more detailed analysis of the best classification
results of each fusion approach (FSVM-ACULEI-12, FSVM-WINGS-
51, and FSVM-MULTIMODAL-68).

Table 1 shows classification accuracy results for all approaches
using the 5-fold cross-validation protocol. The best results are
highlighted in bold. As can be observed, the multimodal fusion
approach outperforms the other fusion methods regardless the
data division/sampling and also presents the lower confidence
interval (more strict and reliable classification decisions).

Table 2 shows the classification accuracy results per class for all
approaches using the 5-fold cross-validation protocol. The best
results are highlighted in bold. As can be observed, the multimodal
approach once again achieves the best results for almost all folds
with lower confidence interval for all classes confirming its superi-
ority with respect to the other fusion and single methods.

6. Conclusions and future work

In this study, we performed several experiments with different
image description and learning methods to develop a sounding
understanding and basis for the design and deployment of a fruit
fly recognition system considering the fraterculus complex. In these
experiments, two datasets were used (WING and ACULEU), three
approaches (FSVM-WINGS, FSVM-ACULEI, and FSVM-MULTI-
MODAL) have been proposed and different behaviors noticed.
The first two fusion methods explore different classification and
image description methods for identifying fruit flies. They explore
complementary properties both in the level of description (e.g.,
color, texture, and shape) and in the higher classification level (dif-
ferent forms for carving the decision boundaries). However, it is
with the third proposed method that the automatic classification
shines. The FSVM-MULTIMODAL fusion explores, in addition to
classification and description, the power of modality fusion (wings
and aculei) to boost the classification results even further and to
provide a much more reliable automatic classification method for
the problem.

In the performed experiments, we showed that FSVM-MULTI-
MODAL approach yields an impressive 98.8% classification accu-
racy, against 88.8% and 96.0% of FSVM-WINGS and FSVM-ACULEI
approaches, respectively. This means that when it is possible
to employ different modalities to solve this problem, FSVM-
MULTIMODAL represents a remarkable classification error

reduction in 90% when compared to FSVM-WINGS and 70% when
compared to FSVM-ACULEL The fusion methods also allowed a
huge improvement over their single characterization and
classification counterparts that do not use fusion. For instance,
the FSVM-MULTIMODAL reduces the classification error of the
best aculei-based classification method (KNN5-EOAC) in 82%, a
remarkable improvement.

These experiments confirm that it is possible to achieve good
classification results in fruit fly identification tasks using the two
kinds of images (wings and aculei), as well as, their combination.
We also demonstrate that the automatic identification of these
Anastrepha species based on image analysis and learning tech-
niques is a suitable alternative to traditional laborious and error-
prone methods currently employed. In fact, the classification accu-
racy levels obtained in this work are superior to morphological
identification by experienced entomologists. Usually, those experts
are not specialists in the genus Anastrepha, and therefore use pub-
lished documentation and reference collections to perform identi-
fications. Finally, we showed that the extended fusion framework
might be a good solution to support reliable identification within
the fraterculus group of species, which most specialist would not
have deemed possible before this work.

Although exemplified herein for combining wings and aculei
modalities for fruit fly classification, it is worth mentioning that
this new fusion methodology we proposed herein can be used in
many other classification problems with potential positive impact
for applications that require complementary properties to be
addressed (e.g., object recognition, scene classification, and face
recognition).

Future work will investigate other species of the genus Anastre-
pha, groups of Tephritidae, image descriptors, learning methods,
and strategies for feature combination as well as other classifier
and modality fusion policies. Also, we intend to develop a com-
puter aided system that can be used by non-specialist researchers
in the Biology domain, who need to perform species identification
in their daily work.
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Appendix A. Diversity measures

Diversity is the degree of agreement/disagreement between
involved classifiers pointing out the most interesting ones to be
further used in a combination scheme. To achieve this diversity
score or quantitative value inside ensemble systems, we have
explored diversity measures considering pairs of classifiers [55,56].

Let M be a matrix 2 x 2 containing the relationship between a
pair of classifiers with percentage of agreement. This relationship
matrix M has the percentage of hit and miss for each classifier c;
and c;.

The value a is the percentage of images that both classifiers c;
and ¢; classified correctly in the validation set. Values b and c are
the percentage of images that c; classified correctly but ¢; missed
and vice versa. The value d is the percentage of images that both
classifiers missed.

In [55], Kuncheva et al. presented several measures to assess
diversity, considering pairs of classifiers. Following their work, in
our experiments, we have used Correlation Coefficient p (COR),
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Fig. B.19. The five steps for classifier selection are: (a) computation of diversity measures from the validation matrix My; (b) ranking of pairs of classifiers by their diversity
measures scores; (c) selection of the top t ranked pairs of classifiers; (d) computation of a histogram H that counts the number of occurrences of each classifier; (e) select the
most appropriate classifiers |C*| based on their occurrence in H and satisfy a defined threshold 7.

Double-Fault Measure (DFM), Disagreement Measure (DM), Interrater
Agreement k (IA), and Q-Statistic (QSTAT). Those measures are
defined as follows:

CORe6) = s b)(caf d_><l:1C+ obTd) A1
DFM(c;, ¢j) = d, (A2)
DM(c,, ;) — cﬁ% (A3)
QSTAT(ci, ¢j) = gg—;lgi, (A4)
;) = 2(ac — bd) (A5)

(a+b)c+d)+(a+c)b+d)

The diversity is greater if the measures Double-Fault Measure, Q-Sta-
tistic, Interrater Agreement k, and Correlation Coefficient p are lower
among pairs of classifiers ¢; and ;. In the case of the Disagreement
Measure, the greater the measure, the greater the diversity
[55,56]. Ranges of COR, QSTAT, and IA are in [-1,1] while DFM
and DM are in [0, 1].

Appendix B. Classifier selection

Fig. B.19 illustrates the adopted five-step approach for selecting
classifiers based on diversity measures, previously introduced in
[39].

First, diversity measures (set D in Fig. B.19) are used to assess
the degree of agreement among available classifiers in C by taking
into account the My matrix previously computed. That step is rep-
resented by arrow (a) in Fig. B.19. Pairs of classifiers are then
ranked according to their diversity score. Each diversity measure
defines a different ranked list and, at the end of this step, a set R
of ranked lists is produced (arrow (b)). In the following, a novel
set of ranked lists R' is computed by selecting the top t pairs of
classifiers from each ranked list in R (arrow (c)), and a histogram
H that counts the number of occurrences of a classifier in all ranked
lists of R" is computed (arrow (d)). Finally, the most frequent clas-
sifiers in H, whose accuracy is greater that a given threshold 7, are
combined by a fusion approach (arrow (e)). 7 is a threshold
defined in terms of the average accuracy among all classifiers using
the validation set V.
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